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C = log, [I +exp(cf_ hj}
—a

Example 2.23

If #,and n, are channel matrices of discrete memoryless channels
k, and k, respectively, the sum of k, and k, is defined as the channel

whose matrix is

Thus the sum channel may be operated by choosing one of the individual
channels and transmitting a digit through it. The input or output symbol
always identifies the particular channel used. If C. is the capacity of

K. i =1, 2 and C is the capacily of the sum show that
=22,

Solution

Let the input alphabet of k, and k, be X, . . . . X, and X, . . . Xy
respectively; let the output alphabets of k, andk,bey,...y,andy_,; ..

Yy Lfp(x) is any input distribution, and P = z; p(X;) , then

M
H(X)=- 2.P(x)logp(x;)

i=1
=—plogp-(1-p) log(1 —p) + pH,(X) +({1-p) Hz(X]

(By grouping axiom)

where H,X) = _zr: p(x;) log p(:i)
i=1

is the input uncertainity of k, under the distribution

{P{Xi)"'psi= 1,.. .I'}
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and H,(X) = - Z ‘;'( D jog p("p)
=r+1

is the input uncertainity of k, under the distribution

{px) (l-p)i=r+1,...M}.

[Alternately, H(X) = - ¥ % log [[ P ;i )J p}
i=1

_ ¥ Q-pip(x) {p{ x) o _ ]
2 a-» Ha-p' P

leading to the same expression as above.]

MN
Now, H(X/Y) =— 2D p(x;,y;)logp(x; / y;)

i=1 j=1

_ iipp(x,-)

i=1 j=1

P(}’jfxi)logp(xifyj)

— Z Z (1- p)[p( ;}p(yﬁ)logp(x /y;)

i=141 j=5+1

Now if 1 €i<r, 1<]j<s, the conditional probability.

p(x;)p(y; /%) _ plp(x;)/ pIp(y; /%)
M
i=1

p(x/y) =

= p{X, =x, b & =yj}

that is, the conditional probability that the input of k, is X, given that the
output of k; is y,, under the distribution §e 1 S (R

Thus
H(X/Y) = pH(X/Y) + (1-p)H(X/Y)
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and
KX ; Y)=HX) - HX/Y).
Therefore, HX/Y)=H(p, | -p)+p FAX Yt -p) LG 1)

where the subscript 7 denotes that the indicated quantity is calculated for k.
under the appropriate input distribution. For a given p, we are completely
free to choose the probabilities p(x. )/p, i =1, .. .r and p(x, )(1 - p),
i=r+l,... M.

We can do no better than to choose the probabilities so that
XYy =€, LX; H=C,
Thus it remains to maximize
H(p, 1 —p) +pC, + (I - p)C,,
Differentiating we obtain,

—l-logp+1+log(l-p)+C,-C,=0

2 s
P ZC; +2C2
) 2C 2C Cofepy 2%
Hence, C= H[zc1 +9% "2G +2C1J+ 26 426
g1 c C - ! 2 C
= g a0 082 +2% )4 e log(2% +2%)

Therefore C = log (2% +2°)
Example 2.24

Evaluate the capacity of the channel whose matrix is given as
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Solution

The given channel matrix is

1
i

<

oo
|
s
S
o~

F—t

f
L

where T =

m, = [1],
referring to the previous problem.
We have, 2C = 2% 4 2%
Here, C,=logm-h
=10gé2_l&(551-—5)
C1=1#H( E’&]“B)
G
Therefore, 2C = JI-H(B,1-B) + 90

C=log[l+ 2V%81-P]
Example 2.25

Evaluate the channel capacity of the channel whose matrix is given to
be
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Solution

This is a symmetric channel.

Channel capacity C=log4 +p log %p"' (1-p)log %(I -p)

or C=1-H(p,1-p)
= capacity of a binary symmetric channel with
error probability p.
Example 2.26

Evaluate the channel capacity of the channel whose matrix is

0 erase [
Oll-p p O

1] 0 p l-p

Solution

This is a Binary erasure channel (BEC).
If pX=0)=a,
then H(X)=H(a, 1 —a)
H(X/Y) = p(erase) H(X/Y = erase)
=p. Hlo, 1 —a)
Thus IX;Y)=(-p)H(a, 1 -a),

which is a maximum for o = 4.
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Therefore C=1-p.
0 =P 0
\
Erase
/
1 S = 1

Fig. 2.16 lllustration of channels for problem 2.26

Example 2.27

A signal is bandlimited to 5 KHz, sampled at a rate of 10, 000
samples per second, and quantized to 4 levels such that the sampled
value can take values 0, 1, 2, 3 with probability p, p, (1/2) — p,

(1/2)— p respectively and the channel is characterized by the transi-
tion probability matrix

P={P}=PX=x/Y=y]

Y=j
10 0 0]
01 0 0
0 0 1/2 1/2
0 0 1/2 1/2

Find the capacity of the channel.

Solution

The channel model is shown below.
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y—

3 g7

Fig. 2.17 llustration of channels for problem 2.27

P(X=0)=p
P(X=1=p
P(X=2)=%p
P(X=3)= % p

3
H(X) = - Y P(X=x;)log,[p(X=x,)]
i=0

=—2plog,(p) + 2[%— P) log, [% - Pj

Py=0)=P(Y=0/X=0)Px=0)+P(Y=0/X=1)PX=1)
+P(Y=0/X=2)P(X=2)+P(Y=0/X=3)P(X=3)

1 1 -
=1(p)+0(5—11)+0(5-13] +0(p) =p
l- Similarly,

P(Y=1)=p
P(Y=2)=P(Y=2/X=0)PX=0)+P(Y=2/X=1)PX=1)
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+P(Y=2/X=2)P(X=2)+P(Y=2/X=3)P(X =3)

opsofb-s) e d(L-p)s (-9).

Stmilarly,

P(Y =3) = (l— j

P(X=0,Y=0)=P(X=0/Y=0)P(Y=0)
=lp}=p

P(X=0,Y=1)=P(X=0/Y=1)P(Y=1)
=0(p)=0

P(X=0,Y=2)=P(X=0/Y=0)P(Y=2)

1 3
=0 L e
377 -°
P(X=0,Y=3)=0
P(X=1,Y=0)=0

PX=1,Y=1)=PX=1/Y=1DP(Y=1)= l.p =

P(X=1,Y=2)=
P(X=1,Y=3)=
P(X=2,Y=0)=
P(X=2,Y=1)=

P(X=2,Y=2)=0_

0
0
0

(1

2\2

1

?

149
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P(X=2,Y=3)=0= %E%_ }

P(X=3,Y=0)=0
PX=3,Y=1)=0

P(X=3,Y=2)=%e-— j

LA ]
P(X=3,Y=3)= > [;p]
Therefore

1
H(X/Y) = - p log,(1)~ p log,(D - 5 (-;——p] 1%[%)

)l

f =10 kHz.

=

= m;ax [H(X) — H(X/Y)].10*

=maxU:~2plogz p-2 (-;-— p) log G—pj —2[-;-— p]].m*]

P
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1
Z

2
~—log,—-2
[ 3 323

Noisy coding
SC _ 5 2[l—p
1:424+210g2(p)w—£+210g2(~——p)+ 2 _Z.2b10t=0
L IS

2
which on simplification gives
p=173
Therefore,
11) [11] (11) 4
“logs, [ec] =8| 2= 10
( %2273 2 3

I

3
C = [log,3] 10* bits/sec.

Exampie 2.28
If the received signal is given by

Y0 = X(t) + Ny
and X and Y are jointly Gaussian and the joint p.d.f. is given by

i A2)

=l
c,0,

i
exp
2(1-p%)

2

G.l'

1Y) =
” 2n6,6,4/1-p

ol =EX), of=Ey)

where
_ E(XY)

050G &
and X(t) and N(1) are independent random processes. Find I(X ; Y)

and C.

Solution
The marginal density of X is given by
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2\+ 26
(Z:rtcry )2 ¥
[ 2 2
Wy _ 1| —pf fU 2y m
LOOn, (-p)” 20007 \02) Thoo, s, |
2 sz
where B, =g
o

e = £ (f
X, )= | | f5(x.y)log (0%, () dxdy

—o0 —ad x}[ »

I ez a0
- —Elnge(lmplz)f f £, (x,y) dxdy

—a) =

2 2 2 \2_!
® o X
2(1—p1)-m-m o, p10,0, \ O,

i
Therefore, I(X,Y)=- 5 log. (1 — Py 2)

Since X and N are independent,

¥ X N
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Therefore,

1, [ o
(X.Y) = - E]og{c_;ﬁ_z]

x +GN

2 2
2 on

1 o] 2
- —log | 1+—
o125

Putting, ¢ ? =38, 0,>= N, noise density, we have

1 S
(X, Y)= Einge 1+§ nats/sample

C = MaEX[X,V).f

P(X)

S
C=Blog.|1+—
{1+

0

-
T

1

5

153

=ZB}

where 2B is the bandwidth of the power speciral density of the random
signal X(t) and N, =B when the two-sided power spectral density of the

noise is 1/2 watts/Hz.

Therefore, C=Blog [1 + -SE) nats/sec.
N

This equation is known as Shannon-Hartley theorem.
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Example 2.29

A binary input-output channel is shown in fig. 2.18.

Fig. 2.18 Binary input-output channel

Given that the transition probability matrix is

0.7 03

PYIX) = 04 06

and the input probabilities are p(x,) = 0.5, p(x,) = 0.5. Calculate the
output probability matrix P(Y) and the joint probability matrix P(X, Y).

Solution

[POY)] = [P(X)] [P(Y/X)]

0.7 03
[P(Y)] = [05 03] =[055 043]
04 06

If P(X) 1s written as a diagonal matrix, then

[PCX, Y)] = [P(X)] [P(Y/X)]
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[PX,Y)] = | J
Loz 03

04 05J

Review Questions

What do you mean by memoryless channel?

Define a discrete channel.

When is a discrete channel said to be “memoryless™?
Define Mutual information / Transinformation
Distinguish between noisy reception and perfect reception.
Name the different types of channels.

Define channel matrix D,

What is a lossless channel?

Define a deterministic channel.

What is a noiseless channel?

When is a channei said to be useless?

Define a symmetric channel.

What do you understand by BSC and BEC.,

Define channel capacity.

What is the channel capacity of (i) lossless channel (ii) Deterministic
channel (iii) Noiseless channel (iv) Symmetric channel.
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2.16
2.17
2.18
2.19
220
221
2:2%2

22,

2.24
225
2.26
227
2.28
2.29
2.30
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How do you find the channel capacity of unsymmetric channels?
What is the channel capacity of (i) BEC (ii) BSC.

Write down Fano’s Inequality.

State the Shannon’s Fundamental theorem / Noisy coding Theorem.
What do you mean by a gaussian channel?

How do you find the capacity of a gaussian channel?

State Shannon-Hartely’s Law.

Define information rate of the source.

Given a channel matrix, how do you find the channel capacity?
State the applicatioﬁs of coding Techniques.

State the advantages of coding techniques.

Distinguish between the different types of channels.

How do you obtain the channel capacity of a symmetric channel.
Define a stochastic matrix.

Distinguish between discrete and continuous type channels. |



